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The paper uses Deep Reinforcement Learning (DRL) to achieve collision avoidance among dense heterogeneous agents. The authors propose a new reward function that considers the velocity-related collision risk to shape the behavior of the robot. They also use Oriented Bounding Capsules (OBC) to model the agents and transform their interactive state space. The proposed method is general and can be used to enhance nearly all agent-level DRL-based navigation algorithms.
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This paper proposes a method to connect Deep-Reinforcement-Learning-based obstacle avoidance with conventional global planners using waypoint generators. The Deep Reinforcement Learning approach is used to train an agent to navigate in unknown environments based solely on sensor observations. By integrating different waypoint generators into existing navigation systems, the proposed method achieves collision avoidance in highly dynamic environments.
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In this paper, the authors use reinforcement learning to train agents to navigate through environments while avoiding collisions with static, dynamic, and movable obstacles. They define a dense reward function that encourages the agent to move towards the goal while avoiding collisions simultaneously. The reward function includes terms for heading towards the goal, reaching the goal, maintaining movement, and avoiding collisions with both static and dynamic obstacles. The authors also propose a curriculum learning approach to train the agents in a sequence of sub-tasks, starting from simple tasks and gradually increasing the difficulty level. By using this approach, the agents can learn to avoid collisions in a variety of environments, including those with movable obstacles.
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In this paper, the authors propose a Reinforcement Learning (RL)-based dynamic obstacle avoidance method for a Cable-Driven Parallel Robot (CDPR) with Mobile Bases (MBs) to deal with dynamic obstacles in real time . They develop an RL-based Obstacle Avoidance Controller (OAC) and integrate it into a trajectory tracking controller to address the dynamic obstacle avoidance problem of a CDPR with MBs tracking a target trajectory. The RL-based OAC is trained in a Mujoco simulator and transferred to a CDPR with four fixed-length cables connected to four MBs in the real world .
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This paper proposes a framework with two layers based on deep reinforcement learning (DRL) to enable multi-robot systems to independently change formation and avoid collisions with obstacles . The execution layer enables the robot to approach its target position and avoid collision with other robots and obstacles through a deep network trained by a reinforcement learning method. The decision-making layer organizes all robots into a formation through a new leader–follower configuration and provides target positions to the leader and followers.The proposed framework is evaluated through simulations and experiments, and the results show that it can effectively enable multi-robot systems to avoid collisions with obstacles and change formation in different environments .
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This paper proposes a novel decentralized method based on deep reinforcement learning using robot-level and target-level relational graphs to solve the problem of multi-target encirclement with collision avoidance (MECA) . The proposed method uses a knowledge-embedded compound reward function to guide policy learning and solve the multi-objective problem in MECA. The reinforcement learning algorithm used in this approach is the actor-critic training algorithm, which is a popular method for solving continuous control problems .